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Now if you measure, the probability of 

a bitstring depends both on 𝛾 and 𝛽 in 

a non-linear way. 

It is exponentially difficult to predict or 

simulate the probability 

B2𝑠 𝛽1, 𝛾1, 𝛽2, 𝛾2, … , 𝛽𝑝, 𝛾𝑝
2

to find the 

optimal unknown solution 𝑠∗

Quantum Approximate Optimization Algorithm: 
RECAP

𝛽1, 𝛾1, 𝛽2, 𝛾2, … , 𝛽𝑝 , 𝛾𝑝



Training of 𝑝 = 3 circuit using either quantum 

simulator or actual quantum hardware

Quantum Approximate 
Optimization Algorithm: 
AWS Braket Excercise



Stochastic Optimization, 
Parameters and Statistics of 
Ising Solvers

𝛽1, 𝛾1, 𝛽2, 𝛾2, … , 𝛽𝑝 , 𝛾𝑝

1. Set up the quantum algorithm on the QPU with 

some initial parameters

2. Run it a number of times and process the 

performance collecting the statistics of 

distribution

3. If performance is not acceptable, use the 

distribution to choose new parameters (might 

involve processing)
→ Repeat 1-3 until satisfaction

4. Process final result and measure resource used 

(time, energy)
→ Repeat 1-4 for many benchmarking instances 

and collect distribution of performance.

5. Compare against best classical method on 

available hardware (time, energy)

Do you beat 
some good 
classical 
methods?

More work to 
do, think how to 
improve Congrats, you

achieved limited 
quantum 
speedup

Do you 
beat all
good 
classical 
methods?

Is your 
performance so 
much better that 
it would be crazy do 
to it without a QC?

Congrats, you
achieved
quantum 
advantage

Congrats, you 
achieved 
quantum 
supremacy

NO

YES YES YES



Quantum and Quantum-Inspired Ising 
Solvers Examples

1. Quantum Annealing: D-Wave Systems

2. Coherent Ising Machines and 

Bifurcation Machines



6

The Quantum Adiabatic Algorithm for Ising Machines

(1) Map objective function into energy of a quantum Ising system

𝑯𝒑 =෍

𝒊𝒋

𝑱𝒊𝒋𝒁𝒊⨂𝒁𝒋 +෍

𝒊

𝒉𝒊𝒁𝒊

(2) Start from easy problem to solve with known solution

(3) Do any Schrödinger evolution (no measurement! No noise!)

that changes the energy states «sufficiently slow».

How slow? It depends on the problem, on HD and on the 

Annealing Schedule 

No way to predict efficiently. Try!

𝐻|𝑠1𝑠2…𝑠𝑁⟩ = 𝐸𝑁| 𝑠1𝑠2…𝑠𝑁 ⟩

exp(𝒊𝑯) |𝒔𝟏𝒔𝟐…𝒔𝑵⟩ = 𝒆𝒊𝑬𝑵 |𝒔𝟏𝒔𝟐…𝒔𝑵⟩

(transverse field)
𝑅𝑥(𝜋/2)|0⟩ = |1⟩
𝑅𝑥(𝜋/2)|1⟩ = |0⟩

If this field is always on and constant the minimum 

energy state is the all-superposed state

H = A(t) HD + B(t) HP

𝑯𝑫 = 𝜞෍

𝒊

𝑿𝒊

| ⟩𝚿 𝑵𝒒𝒖𝒃𝒊𝒕𝒔 =
𝟏

𝟐𝑵
෍

𝒏=𝟏

𝟐𝑵

| ⟩𝒔𝒐𝒍𝒖𝒕𝒊𝒐𝒏(𝒏)
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Quantum annealing à la D-Wave

and have maximum value and 

fluctuating intrinsic control errors:
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Annealing Schedule Parameters

Pause 

time

Time for annealing

(if AQC controls performance)

reversal 

time
First 

pause 

time

These are all parameters that influence performance. Only for elegant problems they can be derived ab-initio. 

In the real world you have some physics guidance for 

best guess then you use a heuristics to find them

Sp



Topological Embedding

(nH hardware qubits) (nP logical bits)

Parameter Setting
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Minor Embedding

Assign “colors” to connected sets of qubits

Energy Landscape Before 

embedding

Energy Landscape After 

embedding

𝜀 𝑖 : 1, … , 𝑛𝐿 → 2 1,…,𝑛𝑃

෍

𝑗∈𝜀(𝑖)

ℎ𝑗
′ = ℎ𝑖

෍

𝑗1∈𝜀 𝑖1

෍

𝑗2∈𝜀 𝑖2

𝐽𝑗1𝑗2
′ = 𝐽𝑖1𝑖2 𝐽𝑗1𝑗2

′ < ℎ𝑖 −෍

𝑘=1

𝑛

|𝐽𝑖𝑗|



Systematic Rule for Embedding Quadratic overhead
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Minor Embedding of a fully connected graph



Ferromagnetic Coupling 

𝒇(𝑺𝟏, 𝑺𝟐) = −𝑱𝑭𝒔𝟏 𝒔𝟐
𝒇(𝑿𝟏, 𝑿𝟐) = −𝟒𝑱𝑭(−𝑿𝟏− 𝑿𝟐 + 𝑿𝟏𝑿𝟐 )
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Unembedding

What is the correct 𝐽𝐹 ?

Not too large, not too small. Trial and error. 

(See Venturelli et al. 

https://journals.aps.org/prx/abstract/10.1103/PhysRevX.5.031040)

1 1 1 1

1 1 1 1 1 1

Energy=ε+εkink

Energy=ε

-1 -1

Majority Voting

Sp … 𝐽𝐹

https://journals.aps.org/prx/abstract/10.1103/PhysRevX.5.031040


Let’s go to the AWS Braket 

https://console.aws.amazon.com/braket Quantum 

Annealing tutorials from Quiz III 

quantum_annealing/Dwave_Anatomy.ipynb

(also found in GitHub) but if you want to execute it 

open it in AWS.

• Great background information on

– Quantum Annealing

– Embedding

– Ising Model / MAXCUT / QUBO

12

Check the AWS Exercises

https://console.aws.amazon.com/braket
https://github.com/aws/amazon-braket-examples/blob/main/examples/quantum_annealing/Dwave_Anatomy.ipynb


In AWS Braket https://console.aws.amazon.com/braket

there are other interesting Quantum Annealing tutorials

quantum_annealing/*

(also found in GitHub) but if you want to execute it 

open it in AWS.

• Classical combinatorial problems: MAXCUT, Graph 

partitioning, Min vertex cover, Traveling Salesman 

Person

• Other cases: Factoring, Structural Imbalance 

Check (and run) them all
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Other exercises on DWave

https://console.aws.amazon.com/braket
https://github.com/aws/amazon-braket-examples/blob/main/examples/quantum_annealing


From our main example

And embed it into a Chimera graph (subgraph of the Chip)

Notice that we need to “duplicate” certain variables into

several qubits

This step is non-trivial:

Either use heuristic methods or solve highly constrained 

problem
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Minor Embedding - Example
https://colab.research.google.com/github/bernalde/QuIPML/blob/master/notebooks/Notebook%207%20-%20DWave.ipynb

https://colab.research.google.com/github/bernalde/QuIPML/blob/master/notebooks/Notebook%207%20-%20DWave.ipynb


Coherent Ising Machines



NEWS: 100,000 Spins



Coherent Ising Machines: Stochastic 
Differential Equations

Describing the system with zero 

quantum noise, and neglecting the 

out-of-phase component of the signal 

Chaotic-Amplitude-Control (CAC)

orAmplitude Heterogeinity Correction

or Error-variable Feedback

𝑠𝑖 = 𝑠𝑖𝑔𝑛(𝑥𝑖) is 

the bit variable

ሶ𝑥𝑖 = 𝑝 − 1 𝑥𝑖 − 𝑥𝑖
3 + 𝜖෍

𝑗

𝐽𝑖𝑗𝑥𝑗 ሶ𝑥𝑖 = 𝑝 − 1 𝑥𝑖 − 𝑥𝑖
3 + 𝑒𝑖𝜖 σ𝑗 𝐽𝑖𝑗𝑥𝑗,

ሶ𝑒𝑖 = −𝛽 𝑥𝑖
2 − 𝑎 𝑒𝑖,

( ሶ𝑥𝑖 = 𝜕𝑉/𝜕𝑥𝑗)

𝑉 ≔ ෍

𝑖

𝑝 − 1 𝑥𝑖
2

2
+
𝑥𝑖
4

4
− 𝜖෍

𝑖𝑗

𝐽𝑖𝑗𝑥𝑖𝑥𝑗



Various architectures

https://arxiv.org/abs/2105.03528



Coherent Ising Machines: Stochastic Differential 
Equations

Chaotic-Amplitude-Control (CAC)

orAmplitude Heterogeinity Correction

or Error-variable Feedback

https://arxiv.org/pdf/2108.07369.pdf

See for instance:

ሶ𝑥𝑖 = 𝑝 − 1 𝑥𝑖 − 𝑥𝑖
3 + 𝑒𝑖𝜖 σ𝑗 𝐽𝑖𝑗𝑥𝑗,

ሶ𝑒𝑖 = −𝛽 𝑥𝑖
2 − 𝑎 𝑒𝑖,



Oscillation Based Machines, Bifurcation 
Machines, MemComputers etc.

The Kuramoto Model describes 

synchronization of oscillators

The Fujitsu Digital Annealer

The Toshiba Simulated Bifurcation 

Machine, Memcomputing

https://ieeexplore.ieee.org/document/8892209



Time-to-Solution and variants

▪ Fix parameters, run many times (numtrials) – estimate cost 𝑃𝐷𝐹 𝑓(𝑥𝑖)
▪ Define a success test: OK iff 𝑐𝑜𝑠𝑡 < 𝑡𝑎𝑟𝑔𝑒𝑡
▪ Estimation of success probability 𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠 = 𝑛𝑢𝑚𝑂𝐾 / 𝑛𝑢𝑚𝑡𝑟𝑖𝑎𝑙𝑠 = ׬

𝑥<𝑥𝑂𝐾

𝑑𝑥𝑓(𝑥) = 𝐶𝐷𝐹(𝑥𝑂𝐾)

▪ Probability of succeeding at least once in R attempts: P(𝑅) = 1 − (1 − 𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠)𝑅

▪ Invert to find R required to achieve success with at least probability P

𝑻𝑻𝑺 = log(𝟏 − P)/log(𝟏 − 𝑷𝒔𝒖𝒄𝒄𝒆𝒔𝒔)

Academic Benchmarking 

Standard: medianTTS(N)

If the parameters are 

suboptimal you can be 

fooled into thinking the 

complexity decreases with 

problem size!



Example 1: CIM 
vs D-Wave (2020)

https://www.science.org/doi/

10.1126/sciadv.aau0823



Example 2: Sim-CIM vs Adiabatic QAOA 

https://arxiv.org/abs/2105.03528



Example 3: D-Wave vs Digital Annealer and 
Parallel Tempering

https://arxiv.org/abs/2103.08464



Quantum Volume and variants

https://quantum-journal.org/papers/q-2020-11-15-362/

Fidelity of two pure quantum 

states is a distance metric that 

could be defined as the 

overlap/transition probability:

𝐹(𝜓, 𝜙) = ∣ ⟨𝜓 ∣ 𝜙⟩ ∣ 2

Can be generalized for noisy 

quantum states.

How large and how long are the programs that 

a quantum processor can run reliably today?



Quantum Volume and variants



Approximation Ratio as a function of time

The probability that 𝑅 variables are all less than 𝑥 is 𝐹(𝑥)𝑅

The PDF for the maximum of 𝑅 iid runs is = 𝑑𝐹/𝑑𝐸 = 𝑅 𝐹𝐸 𝑥 𝑅−1𝑃𝐸(𝑥)𝐸(𝑥)

Approximation Ratio

For a discrete distribution: 
https://arxiv.org/pdf/2001.04014.pdf

Can be obtained by bootstrapping!

Generate 𝑁 >> 1 runs. Select randomly 𝑅 << 𝑁. Compute the max of 𝑅. Repeat and 

average. 

𝔼 𝑌𝑁 = ෍

𝑘=1

𝐿

෍

𝑟=𝑘

𝐿

𝑝 𝑥𝑟

𝑁

− ෍

𝑟=𝑘+1

𝐿

𝑝 𝑥𝑟

𝑁

𝑥𝑘

https://arxiv.org/pdf/2001.04014.pdf


How to evaluate the parameter setting

In the real world what you care about is 

«speedup at application scale» for your 

problem of interest.
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Simulated annealing.

R runs at fixed parameters



Resources to study

MIMO wireless with D-Wave 

and with CIM dynamics

Comparison D-Wave, CIM

Comparison CIM, QA-QAOA

Comparison FujitsuDA, PT, D-Wave

(see slides online for links)



Let’s go to Colab

https://colab.research.google.com/github/bernalde/QuIPML/blob/ma

ster/notebooks/Notebook%204%20-%20Benchmarking.ipynb

https://colab.research.google.com/github/bernalde/QuIPML/blob/master/notebooks/Notebook%204%20-%20Benchmarking.ipynb

